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ABSTRACT

This research presents the development of a self-organizing multipurpose mobile robot
designed to autonomously navigate and monitor complex environments. Equipped with
advanced sensors, including a flame sensor, PIR motion sensor, light detector sensor, and rain
sensor, the robot is capable of gathering real-time data on environmental conditions. The
integration of these sensors, coupled with the ESP32-CAM module for remote video streaming,
enables the robot to adapt to changing environments, detect potential hazards, and assist in
various tasks.

The robot's autonomous capabilities are achieved through the implementation of self-
organizing algorithms, allowing it to navigate and make decisions without external
intervention. By analysing sensor data and environmental cues, the robot can effectively avoid
obstacles, navigate through challenging terrains, and respond to unforeseen situations. One of
the key contributions of this research is the development of a robust and adaptable mobile robot
platform. The robot's ability to autonomously navigate and monitor its surroundings has
significant implications for applications such as search and rescue operations, environmental
monitoring, and security. Furthermore, the integration of the ESP32-CAM module provides
real-time video streaming capabilities, allowing for remote observation and control of the
robot. This feature enhances the robot's utility in situations where direct human intervention is
impractical or dangerous. Future research will focus on expanding the robot's capabilities,
including the integration of additional sensors and the development of more sophisticated
algorithms for autonomous navigation and decision-making. By addressing these areas, the
robot's potential applications can be further broadened to include tasks such as agricultural
monitoring, logistics, and infrastructure inspection.

Keywords: remote monitoring, obstacle avoidance, sensor integration, self-organizing
multipurpose mobile robot.

INTRODUCTION
Robots have been playing an increasingly important role in modern society. With

advancements in technology, robots are now able to perform a wide range of tasks, from
assembly line work to space exploration. One area where robots are particularly useful is in
mobile robotics, where they can move around and perform tasks in a variety of environments.
Mobile robots are increasingly being used in applications such as agriculture, search and
rescue, and surveillance.

Self-organizing mobile robots are a type of mobile robot that can organize themselves without
external guidance or control. These robots have the ability to adapt to changing environments,
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learn from their experiences, and communicate with other robots. The self-organizing nature
of these robots makes them ideal for use in applications such as swarm robotics, where a group
of robots work together to achieve a common goal.

The contribution of this paper is to design and construct a self-organizing multipurpose mobile
robot that is capable of performing a variety of tasks in different environments which eliminates
the challenge of physical monitoring which can be time-consuming and resource-intensive,
particularly in large or complex environments. The robot is equipped with various sensors,
including motion sensors, fire sensors, and rain sensors, as well as a camera feed, obstacle
detection, brightness/darkness detection, and WiFi connectivity.

In recent years, there has been a significant amount of research focused on the development of
self-organizing mobile robots. Researchers have explored various aspects of self-organization,
such as communication protocols, swarm intelligence, and emergent behavior. In a study by
Lajoie et al. (2017), a self-organizing robot swarm was used for environmental monitoring.
The study demonstrated the effectiveness of a self-organizing approach in achieving a complex
task.

Other researchers have focused on the design of specific sensors for use in mobile robots. In a
study by Hu et al. (2019), a visual sensor was designed for use in a mobile robot for surveillance
applications. The sensor was able to track and follow moving objects, and could also detect
and recognize faces.

Overall, the development of a self-organizing multipurpose mobile robot has the potential to
make significant contributions to the field of robotics, particularly in areas such as agriculture,
search and rescue, and surveillance. The research conducted in this project will build on
existing work in this area and contribute to the ongoing development of mobile robotics.

MATERIALS AND METHODS
The materials involved in the development of a self-organizing multipurpose mobile robot

include the following electronics components:
1) PIR Motion Sensor
2) Flame Sensor for fire detection
3) Rain Sensor
4) Camera ESP32 Cam which serves as camera feed
5) Ultrasonic sensor for obstacle detection
6) Light Dependent Resistor (LDR) for detecting light and darkness
7) ESP8266 for WiFi

Identifying Project Requirements
The first step in the development of a self-organizing multipurpose mobile robot is to identify

the project requirements. The project requires a robot that can navigate through the
environment and collect data from different sensors. The collected data must be analyzed and

used to make decisions about the robot's behavior. The project requirements include streaming
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video to a web server, monitoring environmental conditions, and processing sensor data. The
three project requirements are discussed below:
a) Streaming video to a web server:
The robot is equipped with a camera module that streams video to a web server. This enables
remote monitoring and control of the robot. Streaming video to a web server is an essential
requirement for the project. The robot is equipped with a camera module that captures live
video and streams it to a web server. This enables remote monitoring and control of the robot.
The camera module is small, lightweight, and capable of capturing high-quality video. The
camera module used that meets these requirements is the ESP32-CAM module. It is a low-cost,
low-power module that can capture up to 1600x1200 resolution video at 60 frames per second.
b) Monitoring environmental conditions:
Monitoring environmental conditions is another crucial requirement for the project. The robot
measures environmental parameters such as temperature, humidity, and light intensity. This
data is used to make decisions about the robot's behavior. To monitor temperature and
humidity, the project makes use of the DHT11 sensor, which is a low-cost, low-power sensor
that can accurately measure temperature and humidity. To monitor light intensity, the project
uses an LDR sensor, which can measure the amount of light in the environment and adjust the

robot's behavior accordingly.

¢) Processing sensor data:
Processing sensor data is the third requirement for the project. The robot processes data from
different sensors and uses it to make decisions about its behavior. To process data from sensors,
the project uses an Arduino microcontroller. These microcontrollers are capable of processing
sensor data, running algorithms, and controlling the robot's behavior. The microcontroller is
connected to the sensors and the camera module and programmed to capture and process data
from the sensors and the camera.
The project requirements for designing a self-organizing multipurpose mobile robot include
streaming video to a web server, monitoring environmental conditions, and processing sensor
data. These requirements can be met by using an ESP32-CAM module for video streaming,
DHTI11 sensor for monitoring temperature and humidity, LDR sensor for monitoring light
intensity, and a microcontroller such as Arduino or ESP32 for processing data from sensors
and controlling the robot's behavior. The final deliverables includes circuit diagrams, code,

web server setup, and visual representations of the system architecture and function.
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Hardware Requirements

To design and construct a self-organizing multipurpose mobile robot, certain hardware and
software requirements must be met. The block diagram and circuit diagram is displayed in the
section below, hardware and software requirements necessary for this project are also discussed

in the section below.
Hardware Requirements

The hardware requirements for the self-organizing multipurpose mobile robot project are
critical for the successful implementation and operation of the robot. In the subsequent section,

the block diagrams and hardware requirements are discussed in detail.
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Figure 1: Block Diagram of the System
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Figure 2: Circuit Diagram of the System

1) ESP32-CAM Module:
The ESP32-CAM module is the main component for video streaming. It is a low-cost, highly-

integrated system-on-chip that integrates a high-performance dual-core processor, Wi-Fi, and
a camera. The camera is a critical component that will be used to capture video and stream it

to a web server. The module's Wi-Fi capabilities enable the robot to transmit data wirelessly,
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allowing for remote monitoring and control of the robot. Additionally, its dual-core processor
provides sufficient processing power to process sensor data and execute control algorithms.
The ESP32-CAM module also has a built-in USB-to-serial converter, which simplifies the
programming process. This feature eliminates the need for an external programming device,
making it easier to program the module using the Arduino IDE software. Moreover, the
module's compact size and low power consumption make it an ideal choice for the mobile

robot.

Figure 3: ESP32 camera module
2) Flame Sensor:
The flame sensor is a device that detects the presence of fire or flames. It is typically used in

fire detection systems and helps the robot avoid fire hazards. The flame sensor works by
detecting infrared radiation emitted by flames. It consists of an infrared receiver and an infrared
emitter. When a flame is detected, the sensor sends a signal to the microcontroller which

triggers an alarm or adjusts the robot's behavior.

Figure 4: flame sensor
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3) PIR Motion Sensor:
The PIR (Passive Infrared) motion sensor is a device that detects movement by sensing the

infrared radiation emitted by objects. The sensor consists of a pyroelectric sensor and a Fresnel
lens. When a moving object enters the sensor's field of view, the sensor detects the change in
infrared radiation and sends a signal to the microcontroller. The PIR motion sensor is used to
detect the presence of people or objects in the robot's vicinity. The robot adjusts its behavior

accordingly, such as avoiding obstacles or stopping to wait for the object to pass.

Figure 5: PIR motion sensor

4) Light Detector Sensor:
The light detector sensor is a device that measures the intensity of light in the environment.

The sensor works by converting light energy into an electrical signal, which is measured and
processed by the microcontroller. The light detector sensor is used to measure the amount of
light in the environment and adjust the robot's behavior based on the lighting conditions. For
example, if the environment is dark, the robot can turn on its headlights to improve visibility.

5) Rain Sensor:
The rain sensor is a device that detects the presence of rain or water. The sensor works by

measuring the resistance of the sensor's surface, which changes when it comes into contact with
water. The rain sensor is used to detect rain and avoid areas that may be hazardous for the
robot. For example, the robot can avoid areas that are prone to flooding or areas with standing

water.
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Figure 6: Rain Sensor

6) Resistors and Capacitors:
Resistors and capacitors are electronic components that regulates voltage and current. They are

commonly used in electronic circuits to ensure that the electronic components works within
their specified limits. Resistors and capacitors are used in the robot's circuitry to regulate
voltage and current and ensure that the electronic components are not damaged.

7) Power Supply for the ESP32-CAM Module:
A power supply is necessary to provide power to the ESP32-CAM module. It uses DC volts.

The power supply needs to provide sufficient voltage and current to power the module and
other electronic components. Additionally, the power supply needs to be stable and free of
noise to ensure that the ESP32-CAM module operates reliably. When selecting the power
supply, the power requirements of the ESP32-CAM module and the other components in the
system was taken into consideration. The ESP32-CAM module requires a power supply voltage

between 5V and 12V.

Programming Language and Tools
Programming Language:
C/C++ is a widely used programming language for embedded systems, and it will be used to

write the code for the ESP32-CAM module and sensors. C++ is an extension of the C language
and is known for its efficiency and speed. It is also highly portable, making it a good choice
for embedded systems like the one used in this project.

Tools:
1) Arduino IDE (Integrated Development Environment):
The Arduino Integrated Development Environment (IDE) is a widely used software

development tool that is used for writing, compiling, and uploading code to the ESP32-CAM
module. The IDE is highly user-friendly and provides a variety of features that make it easy
for beginners to start developing code. It includes a code editor that provides syntax

highlighting and auto-completion, making the code-writing process faster and more efficient.
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The IDE also includes a compiler that converts the code into machine-readable instructions,

making it possible for the module to execute the code.

2) KiCAD:
KiCAD is an essential tool that is used for designing schematics and PCB layouts. It is a free

and open-source software tool that is highly customizable and can be used for a variety of
projects. In this project, KiCAD is used to design the PCB layout for the electronic components.

KiCAD provides a variety of features that make it easy to design electronic circuit layout.

3) Libraries for ESP32-CAM, flame sensor, PIR motion sensor, light detector sensor,
and rain sensor:
Libraries are an essential component of any programming project. Libraries provide pre-written

code that can be easily integrated into the project, saving time and effort. In this project,
libraries for the ESP32-CAM module, flame sensor, PIR motion sensor, light detector sensor,
and rain sensor are used. These libraries provide pre-written code that are easily integrated into
the project, allowing the sensors to communicate with the module and execute the necessary
functions.

4) Web browser interface:
A web browser interface is used to stream the video captured by the ESP32-CAM module. The

interface is accessed through a web browser on a computer or mobile device which allows the
user to view the video in real-time and control the robot's behavior remotely. The web browser
interface is developed using HTML, CSS, and JavaScript. The interface includes buttons and

sliders that can be used to control the robot's movement, as well as display the sensor data.

System Testing and Result
After the construction and development phase, the self-organizing multipurpose mobile robot

was ready for testing to ensure that all components were functioning as intended and that the
system as a whole was operating smoothly. System testing involves a series of carefully
designed tests and evaluations to validate the robot's functionality and performance. This phase
is crucial to identify any issues, refine the code, and make necessary adjustments before

deployment.

Testing Methodology
The testing process encompassed various aspects of the robot's capabilities, including its ability

to navigate, detect obstacles, respond to environmental conditions, and stream video. Each
component and functionality was subjected to specific tests to assess its accuracy and

reliability. The following testing methodology were employed:
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1y

2)

3)

4)

Navigation Testing: The robot's ability to navigate through different terrains and
obstacles was assessed. It was placed in controlled environments with varying degrees
of complexity to evaluate its movement accuracy, obstacle avoidance mechanisms, and
path planning algorithms.

Sensor Calibration: Each sensor, including the PIR motion sensor, flame sensor, light
detector sensor, and rain sensor, was calibrated and tested individually. These tests
involved creating scenarios that triggered sensor responses, such as simulating motion,
introducing flames, changing lighting conditions, and exposing the rain sensor to water.
Video Streaming Evaluation: The ESP32-CAM module's video streaming
functionality was evaluated by monitoring the quality, latency, and stability of the
streamed video feed. Different network conditions are simulated to assess how well the
module performed under varying levels of connectivity.

Integration Testing: The interaction between different sensors and components was
tested to ensure seamless integration. For example, the robot's response to detecting an
obstacle while streaming video was assessed to confirm that both functionalities work

harmoniously.

RESULT ANALYSIS

Upon completing the testing phase, the results were thoroughly analyzed to determine the

overall performance and identify any areas that required improvement. The analysis involved

comparing expected outcomes with actual results, measuring accuracy, assessing response

times, and evaluating the effectiveness of algorithms. Key findings and observations included:

1y

2)

3)

Navigation Accuracy: The robot demonstrated near accurate navigation, avoided
obstacles to a great extent and adapted its path when needed. The integration of obstacle
detection sensors, included the PIR motion sensor and ultrasonic sensor which
enhanced its ability to maneuver through complex environments.

Sensor Performance: The flame sensor reliably detected flames and triggered
appropriate responses, contributing to fire hazard prevention alarm sounding. The PIR
motion sensor effectively sensed motion, while the light detector sensor accurately
gauged lighting conditions. The rain sensor reliably identified water or rain presence.
Video Streaming Quality: The ESP32-CAM module's video streaming quality met
expectations, with minimal latency and stable transmission. The streamed video offered

real-time insights into the robot's surroundings which aided remote monitoring.
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4) Integration Success: The seamless interaction between sensors, the ESP32-CAM
module, and other components demonstrated the successful integration of the system.
The robot effectively combined video streaming and sensor data processing for

comprehensive situational awareness.

Refinement and Optimization

Based on the results of the testing phase, any identified issues, inconsistencies, or performance
gaps were addressed. This involved adjusting sensor thresholds, optimizing code for efficient
resource usage, and enhancing obstacle avoidance strategies. Refinement and optimization

were integral to ensuring the robot's reliability and enhancing its functionality.

Challenges
During the testing phase, certain challenges were encountered, namely:
1) Sensor Calibration: Calibrating sensors for optimal performance can be intricate, and
adjustments was required to fine-tune their responses to specific conditions.
2) Delay in sensing: There were instances where the robot had delay in detecting obstacles

which caused the robot to bump into them.

Recommended remedy to challenges

Regular calibration was implemented to ensure sensor accuracy over time, the impact
of environmental factors (temperature, humidity) on sensor performance was considered and
the calibration was adjusted accordingly.

Multiple sensors with different sensing modalities was employed to improve detection
reliability and reduce the risk of missed obstacles. Data was combined from multiple sensors
using to enhance obstacle detection.

The system testing and results phase is a critical step in the development of the self-organizing
multipurpose mobile robot. Rigorous testing, thorough result analysis, and subsequent
refinement contributed to the system's robustness, accuracy, and overall effectiveness in

navigating its environment, responding to stimuli, and delivering high-quality video streaming.

Contributions to Mobile Robotics
This research's contributions to the field of mobile robotics are stated below:
1. Integration of Diverse Sensors: The research successfully integrated a range of
sensors, including flame, PIR motion, light detector, and rain sensors, along with a
camera module. This multi-sensor approach enhances the robot's ability to perceive and

interact with its environment, making it more versatile and adaptable to various tasks.
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2. Self-Organizing Capabilities: The robot's self-organizing nature allows it to operate
autonomously, adapting to changing conditions and making decisions without constant
human intervention. This demonstrates the potential of self-organizing robots for
applications in environments where human supervision is limited or impractical.

3. Real-time Monitoring and Control: The integration of the ESP32-CAM module
enables real-time video streaming, providing a valuable tool for remote monitoring and
control of the robot. This capability expands the robot's potential applications,
particularly in situations where direct human intervention is challenging or risky.

4. Environmental Monitoring: The robot's ability to collect data on environmental
conditions, such as temperature, humidity, and light intensity, contributes to the field
of environmental monitoring. This information can be used to assess environmental
changes, identify potential hazards, and inform decision-making processes.

5. Obstacle Avoidance and Navigation: The research demonstrates the effectiveness of
the robot's obstacle avoidance and navigation capabilities. This is a crucial aspect of
mobile robotics, ensuring the robot's safe and efficient operation in various

environments.

Complete Images of The Project

Figure 7: Side View of the Complete Image

doi.org/10.61352/2024AT06 81



Figure 9: Side Arial of the Complete Image

CONCLUSION
The successful development of the self-organizing mobile robot for dynamic environment
signify the research’s achievement of its objectives. The robot demonstrated navigational

autonomy through effective obstacle avoidance, showcased accurate environmental sensing,
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and facilitated remote monitoring and control through stable video streaming. The integration
of multiple sensors, alongside the ESP32-CAM module, highlighted the robot's prowess in
comprehending its surroundings and relaying vital information.

Moreover, the project affirmed the importance of a systematic approach, meticulous hardware
and software selection, and proficient coding in realizing a functional robotic system. The
implementation showcased the symbiotic relationship between various components,

emphasizing the significance of synergy in achieving a holistic solution.
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